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Deep Ob jective:
discover causal represev\!:a!:i:on

 What are the right representations?
Causal variables explaining the data

 How to disentangle them?

* How to discover their causal relationship,
the causal graph?

* How to modularize knowledge for easier
re-use & adaptation, good transfer?



6eycmd id: Independent Mechanisms
and Small Change Hypolhesis

* Independent mechanisms:

—changing one mechanism does not change
the others (Peters, Janzig & Scholkopf 2017)

* Small change:

—Non-stationarities, changes in distribution,
involve few mechanisms (e.g. the result of a
single-variable intervention)



What if we had the right
causal structure?

CLAIM: Under the hypothesis of
independent mechanisms and small
changes across different distributions:
—smaller sample complexity to recover
from a distribution change

* E.g. for transfer learning, agent learning,
domain adaptation, etc.



Zero Gradient on the
Unchanged Mechanisms

Graphical model is parametrized via a set of
modules for each P(Variable | pa(Variable))

Proposition 1. The expected gradient over the transfer dis-
tribution of the regret (accumulated negative log-likelihood
during the adaptation episode) with respect to the mod-
ule parameters is zero for the parameters of the modules
that (a) were correctly learned in the training phase, and
(b) have the correct set of causal parents, corresponding
to the ground truth causal graph, if (c) the corresponding
ground truth conditional distributions did not change from
the training distribution to the transfer distribution.
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Simple Running Example

* Consider twor.v. A, B, with A cause of B.
* Correct causal model decomposes

+ P(A,B) = P(A) P(B|A) A == B

* Consider 2 distributions P, and P,, only P(A) changes
* If we first train on P, and we have the right
decomposition, adapting on P, is fast because

Olog Py(B|A
n hﬁp(BVl)[ 5 (90(9( )] ~ (0 when PQ(B‘A) ~ P(B‘A)
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Wrong Knowledge Factorization
Leads to Poor Transfer

e With the wrong factorization P(B) P(A|B), a
change in P(A) influences all the modules, all the
parameters
— poor transfer: all the parameters must be adapted

* This is the normal situation with standard neural nets:
every parameter participates to every relationship
between all the variables

— this causes catastrophic forgetting, poor transfer, difficulties
with continual learning or domain adaptation, etc



Empirical Confirmaktion:
Correct Causal Structure Leads
to Faster Ada Pl'aééan

— A - B

— B A

A->Bis the
correct causal
structure: faster

online adaptation
to modified
distribution =
lower NLL regret
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The Challenge of Systematic
Generalization

* See ‘Systematic Generalization: what is
required and can it be learned’ Bahdanau et al
& Courville ICLR 2019

* Same set of concepts, but combined in different
ways in the transfer setting

* Good generalization inside training distribution
does not necessarily give good transfer
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Turning a Hindrance into a
Useful Signal

* Changes in distribution (nonstationarities in
agent learning, transfer scenarios, etc) are
seen as a bug in ML, a challenge

* Turn them into a feature, an asset, to help
discover causal structure, or more generally to
help factorize knowledge:

* Tune knowledge factorization (e.g. causal
structure) to maximize fast transfer



Simple Training Scenario

* Train on first distribution P, then measure
online generalization error as we adapt on
transfer distribution P,

* Meta-optimize that online error wrt
structural parameters, e.g.

— the encoder: observations = causal variables

— the causal graph (which variables are direct causes of
which variables)



Ruhning Example

* A and B are either discrete or continuous

e Separately parametrize modules P(A), P(B|A), P(B), P(A|B)

* First consider only two structural hypotheses (e.g. A2>B is
ground truth)

s correct: Py p(A,B) = Pa_p(A)Pasp(B | A)
* incorrect: P  A(A,B) = Pg_,a(B)Pp_a(A| B)



Soft Parametrizaltion

e Each transfer adaptation episode of length T

* Regret for episode-wise mixture between 2 hypotheses:

R = —loglo(y)Lasp + (1 —0(7)) LB 4]

T
LA .p= HPA%B(atabt; Ht)

t=1



Transfer Regret Gradient

Proposition 2. The gradient of the negative log-likelihood
of the transfer data in Equation (2) wrt. the structural

parameter a—R is given by
OR
%:0(7)—P(A—>B|D2)a 3)

where Do is the transfer data, and P(A — B | D5) is the
posterior probability of the hypothesis A — B (when the al-
ternative is B — A). Furthermore, this can be equivalently
written as

oR
o
where A = log Lao_.p — log Lp_, 4 is the difference be-

tween the log-likelihoods of the two hypotheses on the trans-

o fer data D-.
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Convergence to Correct
Causal Hypbéh esis

Proposition 3. Stochastic gradient descent (with appropri-

ately decreasing learning rate) on Ep,|R| with steps from

%—5 converges towards o(v) = 1 if Ep,|logLa_p| >

Ep,|log L, 4], or () = 0 otherwise.
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Experim ental validation

Tabular

parametrization of

marginals and
conditionals of
bivariate model.

Correct causal
graph can be
recovered
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MLP Conditionals Results

Each conditional is
represented by a one-
hidden-layer MLP with
one-hot inputs,
softmax outputs.

It works again better
for larger number of
values N (N2 vs N
parameters have
changed, incorrect vs
correct causal graph)
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Linear Gaussian Resulls
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Multimodal Continuous
 Variables Results

Vary mean of P(A) to obtain transfer
distributions
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Disenbangling the Causes

* Realistic settings: causal variables are not directly observed
* Need to learn an encoder which maps raw data to causal space

* Consider both the encoder parameters and the causal graph
structural parameters as meta-parameters trained together

wrt proposed meta-transfer objective

W (=N L)

Implicit Decoder Encoder
(A, B) (X,Y) v, v)

'.:.:Q\Mlla Simplest possible scenario: linear mixing (rotating decoder) and unmixing (rotating decoder)
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Disenbangling the Causes

Recovers the
correct encoder
parameter:
disentangles up
to permutation.

Simultaneously
recovers causal
direction
(smaller figure
inside).
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With More Variables

* Pre-train conditionals with random dropout on the graph structure
binomials

e Ground truth changes in distribution: randomly modify one of the
conditionals or marginals (generalized intervention)

* Each transfer distribution is a meta-example
e Each variable | parents: modeled by MLP

e Structural choice B: which parents? Represented by binomial
probability (belief) of dropping that parent.

* Meta-objective: L, =] Ps.(Vi=wii|pa(i, o, B))  Lp=1]]; L,
t :

R=—logEplLp] ®=) R=-> logy P(B;)Lp,
':.:%Mlla theorem i B;



Multivariate Categorical MLP Conditionals
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Resulbs with Three Variables
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Evolution during

chain3

meta-training of 1.0-

cross-entropy 05

between ground S0

truth graph structureg -
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and meta-learned
beliefs
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- Collider
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